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Abstract

Human-in-the-loop (HIL) systems have emerged as a promis-
ing approach for combining the strengths of data-driven ma-
chine learning models with the contextual understanding of
human experts. However, a deeper look into several of these
systems reveals that calling them HIL would be a misnomer,
as they are quite the opposite, namely Al-in-the-loop (AI?L)
systems: the human is in control of the system, while the Al is
there to support the human. We argue that existing evaluation
methods often overemphasize the machine (learning) com-
ponent’s performance, neglecting the human expert’s critical
role. Consequently, we propose an AI>L perspective, which
recognizes that the human expert is an active participant in
the system, significantly influencing its overall performance.
By adopting an AI?L approach, we can develop more com-
prehensive systems that faithfully model the intricate inter-
play between the human and machine components, leading
to more effective and robust Al systems.

Introduction

Since the time of the “advice taker” (McCarthy 1959, 1968),
there has been a significant interest in building human-
allied AI systems. Different paradigms and different tech-
niques such as active learning (Settles 2009), knowledge-
based learning (Towell and Shavlik 1994; Fung, Man-
gasarian, and Shavlik 2002), explanatory interactive learn-
ing (Schramowski et al. 2020; Stammer, Schramowski, and
Kersting 2021), advice-taking (DeJong and Mooney 1986;
Baffes and Mooney 1996; Odom et al. 2015), weak/distant
supervision (Natarajan et al. 2014; Ratner et al. 2017), hu-
man feedback (Maclin et al. 2005; Wiewiora, Cottrell, and
Elkan 2003; Ng, Harada, and Russell 1999; Griffith et al.
2013) and preference elicitation (Boutilier 2002; Boutilier
et al. 2004; Chen and Pu 2012; Toni et al. 2024) etc., to name
a few, have been developed for this important and challeng-
ing task. Many of these directions have been presented under
the umbrella of Human-in-the-loop (HIL) systems. We take
a deeper look at these systems and ask the question if they
are truly HIL systems.

To understand the difference, let us consider two simple
examples:
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1. An AI system that recommends content to users (say
videos). If a human intervenes in such a system, they pro-
vide feedback/guidance by either correcting inappropri-
ate content (as a trusted ally) or by providing malicious/i-
nappropriate content (as an adversary). In either case, the
Al agent optimizes its internal function, considers the hu-
man feedback, and decides on the appropriate action (in
this case, showing the relevant content).

2. As a second example, consider an Al system that assists
a physician who is treating a diabetic patient for a knee
injury and prescribes oral steroids to mitigate pain. Al
could now intervene based on its internal objective func-
tion, domain constraints, and knowledge and suggest that
since the patient has diabetes, the physician should re-
consider their recommendation. The physician can then
inform the system that the patient is in acute pain and re-
ducing that is important or, in contrast, that the patient
did not inform the physician and hence will change her
prescription.

Indeed, in either of these cases, the Al system interacts
with the human expert, assimilates knowledge, updates its
constraints, makes internal computations, and then provides
suggestions. However, although these two systems appear
quite similar at the outset, there is a crucial difference in
the role of decision-making authority and control. In the for-
mer case, Al is in charge of decision-making and takes addi-
tional inputs from the human expert. Arguably, these can be
“richer” inputs than treating the human as a “mere labeler”.
Still, the human is not the decision-maker, while the Al ac-
tually is. In the latter case, the human is in control of the full
system. The presence of Al inside this system only makes
the process more efficient and possibly more effective. How-
ever, the full system exists independent of the presence of
Al This difference is critical.

Consider the problem of evaluation. Clearly, evaluating a
system based only on its performance (say accuracy or some
other function of precision/recall) will benefit the HIL sys-
tem but not the AI?L system, as argued by van Amsterdam
et al. (2024). More importantly, during deployment, the is-
sues that the AI?L systems must address and reason with
can be significantly different from HIL systems.

In the rest of this blue sky paper, we first present these
two systems in greater detail showing their similarities and
differences. We argue strongly that when designing systems



that operate in the presence of human experts, the design-
ers of these systems must clearly understand the conditions
under which these systems operate and then decide whether
a HIL or AI’L system is appropriate for the task at hand.
After all, there is no one ring to rule them all!

Human-in-the-loop

The Human-in-the-loop paradigm for developing Al sys-
tems typically treats humans either as data-labeling or-
acles (Settles 2009) or as a source of domain knowl-
edge (Mosqueira-Rey et al. 2023). Humans primarily func-
tion as oracles in the Active Learning (AL, see Settles
(2009)) paradigm or as weak supervisors (Ratner et al.
2017), providing labels for unlabeled data instances the
model finds uncertain, ambiguous, or missing. These ap-
proaches are valuable for domains with large amounts of
unlabeled data and for which annotation is costly or time-
consuming. While the system controls the learning process
by selecting which instances are presented to the human for
labeling, AL aims to improve model accuracy with fewer
training examples. However, this approach relies on the as-
sumption that humans prefer acting as efficient labeling ma-
chines, falling short of making human use of human be-
ings (Wiener 1988).

Machine teaching (MT, see Simard et al. (2017)) focuses
on making the teachers who build machine learning mod-
els more effective, rather than improving just the learning
algorithms. Over the past two decades, however, most re-
search has centered on developing powerful (deep) learn-
ing algorithms for handling abundant data (LeCun, Bengio,
and Hinton 2015). However, as machine learning expands
to address more varied and often rather short-term tasks, the
scarcity and cost of skilled teachers have become limiting
factors. Inspired by the evolution of programming in the
1980s and 1990s, machine teaching emphasizes principles
like problem decomposition, modularity, and process dis-
cipline. It draws parallels with programming, highlighting
version control, semantic data exploration, and the expres-
siveness of teaching languages as key aspects of effective
machine teaching.

Specifically, the MT paradigm posits humans as teach-
ers who guide machine learning models to acquire specific
knowledge. This allows domain experts to create effective
models in the absence of large data sets without deep ML
expertise. Such knowledge-intensive learning methods have
a long history in Al, from John McCarthy’s work in the
1960s (McCarthy 1968) to explanation-based learning (De-
Jong and Mooney 1986), theory refinement (Baffes and
Mooney 1996), and inductive logic programming and rela-
tional learning (Muggleton and Raedt 1994; Raedt 2008).
The key motivation is that experts have extensive knowl-
edge in their respective fields, which many data-driven ML
techniques (Mitchell 1997; Steinwart and Christmann 2008;
Natarajan et al. 2015) do not fully exploit.

In fact, the use of advice in various forms has produced
successful algorithms, particularly in reinforcement learn-
ing (Maclin et al. 2005; Wiewiora, Cottrell, and Elkan 2003;
Ng, Harada, and Russell 1999), where advice is used as
reward shaping. In supervised learning, advice is typically

provided as feature selection or inductive bias on initial
models. In graphical models, advice is used as an initial
structure that is refined (Heckerman 1998). On the other
hand, knowledge-based neural networks (Towell and Shav-
lik 1994) and support vector machines (Fung, Mangasarian,
and Shavlik 2002; Kunapuli et al. 2010), inverse RL (Kuna-
puli et al. 2013), relational models (Odom et al. 2015; Odom
and Natarajan 2018, 2016) and probabilistic model learn-
ing (Altendorf, Restificar, and Dietterich 2005; de Cam-
pos, Tong, and Ji 2008; Yang and Natarajan 2013; Kokel
et al. 2020; Mathur, Gogate, and Natarajan 2023; Mathur,
Antonucci, and Natarajan 2024) have explored combining
knowledge and data to handle systematic noise. While adap-
tation specifics may differ, all of these methods can take ad-
vice as Horn clauses, convert them to their corresponding
representation, and learn by using them as constraints.

The common denominator in all of these systems is that
the Al module is in control of the decision process and the
human inputs are essentially used to “guide” the model to
a better (possibly local) optimum. This scenario is explored
in the LHS of Figure 1. The performance of HIL systems
is typically measured from the system’s perspective and is
based on accuracy, precision, recall, or a function of these
metrics. Issues of trust (due to inherent biases), and credibil-
ity are important challenges in these systems. These mainly
stem from the human expert’s biases and data biases and
include, but are not limited to confirmation bias, conformity
bias, attribution bias, affinity bias, halo effect, cognitive bias,
and racial and gender bias to name a few. A common issue
of HIL systems is thus the danger of manipulation by an ad-
versary that provides incorrect advice, ultimately requiring
the system to model the credibility of the human experts to
make effective decisions.

Al-in-the-loop

Many applications of Al and machine learning involve inter-
actions with humans. Humans may provide input to a learn-
ing algorithm, including input in the form of labels, demon-
strations, corrections, rankings, or evaluations. They could
give such input while observing the algorithm’s outputs, po-
tentially in the form of feedback, predictions, or demonstra-
tions. However, although humans are arguably an integral
part of the learning process, traditional machine learning
systems are agnostic to the fact that inputs/outputs are from/-
for humans. In fact, machine learning is often conceived —
in particular in applications of other scientific disciplines
such as medicine — in a very impersonal way, with algo-
rithms working autonomously on passively collected data.
In contrast, interactive machine learning (IML, Fails and
Olsen Jr (2003); Amershi et al. (2014); Michael, Acklin,
and Scheuerman (2020); Ware et al. (2001); Wang (2019);
Teso et al. (2023)) represents a shift toward greater human
involvement and shared control in the learning process. Hu-
mans can assume various roles in IML, from domain ex-
perts and data scientists to non-expert users. This flexibil-
ity allows for a more dynamic interplay between humans
and machines, assigning tasks based on individual strengths
and capabilities. Unlike the algorithm-centric focus of AL,
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Figure 1: A comparison of human in the loop (left) and Al in the loop (right) systems. In human-in-the-loop systems, Al systems
drive the inference and decision-making process, but humans intervene to provide corrections and supervision. In Al-in-the-
loop systems, humans make the ultimate decisions, while Al systems assist with perception, inference, and action.

IML systems require a human-centered approach to evalua-
tion that incorporates additional judgments such as calibra-
tion, fairness, and explainability alongside traditional perfor-
mance metrics that merely measure the system’s conformity
to past data. Beyond their direct involvement in training, hu-
mans are also the ultimate users of Al systems. This requires
evaluating Al systems not only for their functionality but
also for their usability and usefulness to human users.

In keeping with the paradigm shift of IML systems, we
argue for a change in thinking about these systems. Specifi-
cally, consider the RHS of Figure 1. It can be easily seen that
while the system is very similar to the HIL system, there are
crucial differences. While in HIL systems Al is in control, in
AI?L, the human is at the center of the system and fully in
control. Despite these critical differences, e.g., in the deploy-
ment of safe Al-in-the-loop systems, we observe that many
of the existing literature simply consider these two systems
to belong to one group. However, we strongly argue for their
separation and will highlight their differences next.

First, consider the issues of reliability and trust in these
systems. The biases in AI2L systems are mainly due to al-
gorithmic and model biases that are reflective of the data
bias. Moreover, trust issues in these systems are drastically
different from those of HIL systems. While the credibility
assessment of the human teacher is crucial in HIL, trans-
parency of the system, its explainability, and interpretabil-
ity are crucial in AI2L systems (Ross, Hughes, and Doshi-
Velez 2017; Teso and Kersting 2019; Lipton 2018; Rudin
2019; Schramowski et al. 2020; Stammer et al. 2024). More-
over, trust is much more nuanced in AI2L systems than HIL
systems because the human user is in control and is unlikely
to trust a system if it does not align with their expectations.

Hence, the user’s confirmation bias could potentially be re-
flected in their willingness to trust the underlying AI%L sys-
tem. From the perspective of credibility in the context of
AI?L, instead of assigning credibility to humans (as in HIL
systems), typically AI*L systems compute the credibility of
data sources, for example, the different modalities or knowl-
edge bases from which the data are being extracted.

Second, the evaluations of these systems are human-
centric and are mostly aligned with the broader goals of the
environment in which they operate. Although metrics such
as Precision, Recall, Accuracy, and F-scores etc. are still rel-
evant in understanding the performance of the Al system,
arguably much more emphasis should be placed on the im-
pact on the human who is at the center of the system. Hence,
ablation studies are more important in such systems to eval-
uate the impact of the different components on the overall
system, for instance, on specific health outcomes. While in
HIL systems, ablation studies are useful, in AT 2L systems,
they are essential. Typically, some other important aspects
of the evaluation of these AI? Lsystems are the interpretabil-
ity, explainability(Sreedharan, Kulkarni, and Kambhampati
2022), interactive capabilities (Zahedi et al. 2023), and gen-
eralizability of these systems (Wiist et al. 2024).

Above all, the most important consideration concerns the
system itself. Is the Al system necessary in this task that is
already performed by the human? If so, what is the poten-
tial impact of the Al system, efficiency or efficacy, or both?
What are the potential hazards of using an Al system in this
task? How can the improvements in the systems be measured
objectively? Furthermore, are the biases due to the model or
the data? How credible are the data sources that helped cre-
ate the AI?L system? These questions must be answered



Table 1: Examples of subtasks across various domains and their classification as Automate (HIL) or Collaborate (A7%L).

Automate (HIL) or
Domain Task ; Description
Collaborate (AI2L)? P
Early diagnosis of Al analyzes patient data (e.g., MRI) and detects
.. . 1 Automate i
Medicine Alzheimer’s disease anomalies.
Treatment plan Physician selects and tailors the final treatment
. Collaborate . . .
formulation plan from a set of candidates generated by Al.
. Al computes optimal routes using real-time
Route planning from o .. ..
. o . Automate traffic and weather data, requiring minimal
Automobile source to destination . °
human input.
Driving in hich-densit Human drivers navigate complex traffic, assisted
g1n hig ¥> Collaborate by Al for tasks like collision avoidance, lane
urban environment . .
change and adaptive cruise control.
Shipping cost Al uses prior data to predict shipping costs;
. forecasting based on Automate human manager can correct previous mistakes,
Logistics . . .S .
historical data provide additional context and advice.
Human decides on procurement strategy based on
Inventory management Collaborate . n p S rategy
Al’s estimates of stock/reorder points.
Detecting known quality Automate Al automatically detects product defects; human
Manufacturing issues in product inspectors confirm corrections if needed.
Quality assurance and Humans design quality assurance strategies based
: Collaborate Lo . e
compliance on quality issue patterns identified by AL
. Al analyzes the data and flags suspicious
. Fraud detection Automate anaty . ags Suspie
Finance activities/transactions; humans confirm.
Human advisor decides on the final strategy using
Investment advisory Collaborate Al-provided market analyses and
recommendations.
Al gives feedback on assignments based on
Automated grading of commonly seen mistakes (e.g., software bugs);
. . Automate . . . -
Education assignments human instructor provides advice, sets grading
schema and policies, and reviews uncertain cases.
Teachers update and adapt lessons to student
Curriculum Updates Collaborate needs based on AI’s analyses of student learning

trajectories across time.

deliberately before the system can be deployed.

This is the crux of our argument — instead of considering
every system in which a human is present to be a HIL system,
it is imperative to understand the type of system, their eval-
uation criteria, and potential implications of its deployment
in greater detail.

In fact, AI?L systems are related to the vision of bridg-
ing explainable and advisable Al and achieving a human-
Al symbiosis (Zahedi and Kambhampati 2021; Sreedha-
ran, Kulkarni, and Kambhampati 2022; Kambhampati et al.
2022; Zahedi et al. 2023; Kambhampati 2020). Both em-
phasize that the human and the computer are both in the
loop, and Al becomes a co-adaptive process, in which a hu-
man is changing Al behavior, but the human also adapts to
use Al more effectively and adapts their data and goals in
response to what is learned using machine learning. AI%L
systems, however, emphasize the need to move beyond the
train/test evaluation paradigm of static, non-contextualised
benchmarks, toward user- or even population-specific met-
rics and evaluation protocols close to the real-life require-
ments of society.

Discussion

HIL and AI2L systems differ in three key aspects, namely,
control, source of bias, and evaluation. The first difference
is that HIL systems are generally autonomous Al agents that
might seek specific help from humans, while AI2L systems
constitute an intervention in a human decision-making pro-
cess. The Al component in AI2L presents the human with a
summary of information synthesized from multiple sources,
a set of possible allowable actions, and their possible con-
sequences (e.g., a human selecting a single decision from a
set of MPE solutions). This difference in control configu-
rations results in differing sources of bias. While HIL sys-
tems are primarily vulnerable to bias in historical data and
domain knowledge used in model construction, AI2L sys-
tems are also vulnerable to biases arising from human in-
terpretation of the AI’s output. Finally, while HIL systems
are evaluated using Al-centered metrics such as accuracy,
precision, and recall, AI2L systems require a more holis-
tic approach to evaluation, taking into account the human-
Al interaction, the overall goals of the decision-making pro-
cess, and considerations such as fairness that cannot be fully
quantified. Table 1 presents a few concrete examples from



diverse domains, grounding the distinctions between HIL
and AI?L systems in practical, real-world contexts. It cat-
egorizes sample subtasks across areas such as Medicine,
Automobile, Logistics, Manufacturing, Finance, and Edu-
cation, illustrating whether they are best addressed through
automation with HIL oversight or through collaborative en-
gagement via AI?L systems.

The choice of HIL or AI? L perspective influences the as-
pects of a system that are abstracted away during design and
evaluation. Designing systems as HIL. when they should be
understood as AI%L can result in abstraction errors (Selbst
et al. 2019), allow for modeling the conscious and uncon-
scious biases that arise due to humans, evaluate the system
on incorrect or inappropriate criteria, or have serious conse-
quences after deployment. For instance, using an HIL sys-
tem to regulate an exceedingly complex stochastic system
like the human body (Beer 1967) might overlook crucial
contextual details necessary for clinical decision-making. In
contrast, the AI%L perspective recasts system deployment
as an intervention in existing processes, allowing evaluation
strategies to be more closely aligned with end goals such
as improving health outcomes (van Amsterdam et al. 2024)
and minimizing harmful social outcomes (Mohla, Bagh, and
Guha 2021).

In summary, the appropriate problem domains for the HIL
and AI?L systems are typically not separated but nested.
Automation is most effective in well-defined contexts, while
human intervention is most needed in not yet defined or un-
definable contexts. Hence, zooming in on a domain would
result in a HIL problem and zooming out would give us an
AI’L problem, e.g., identifying drug-drug interactions is a
reasonably well understood context, making it appropriate
for HIL while general medical diagnosis is not as clearly de-
fined, making it more appropriate for AI2L. Additionally,
while effective software engineering requires active human
decision-making (Johnson and Menzies 2024), automating
some well-defined sub-problems such as static analysis and
vulnerability detection (Yadavally et al. 2023) can help re-
duce the software engineer’s cognitive load and lead to bet-
ter quality software.

While our discussions are motivated from the perspec-
tive of supervised learning, the frameworks are agnostic to
the type of learning performed. Our arguments for the dif-
ference in the two systems apply directly to unsupervised
learning, reinforcement learning, planning, continual learn-
ing, and meta-learning to name a few. While specific adap-
tations differ, the idea of humans in the center or Al in
the center applies broadly across these different settings,
see e.g. (Delfosse et al. 2024). Or consider current foun-
dation models trained in a self-supervised fashion. While
AI®L systems focus on Al-supported human agency, cur-
rent foundation models lend themselves more easily to HIL
settings where Al is the primary actor, and humans inter-
vene to monitor or enhance results. Their ability to general-
ize across tasks and perform with minimal additional train-
ing allows humans to take on roles of oversight and feedback
rather than constant, direct involvement—the user still gives
a thumbs up or down on the text generated by a large lan-
guage model. Although they may pick up information about

how to collaborate with humans, without an understanding
of the user’s goals, beliefs, or uncertainties, even foundation
models are likely to remain reactive rather than truly collab-
orative partners. By improving their “theory of mind”, how-
ever, foundation models could offer more contextual, mean-
ingful suggestions that integrate with human workflows and
align better with social values and the evolving needs of hu-
man users.

In short, moving from HIL to AI%L is likely to help build
Al systems where Al truly enhances human expertise, re-
sulting in smarter, more resilient solutions that thrive on col-
laboration, not automation. Doing so, however, requires the
Al community to rethink its evaluation methodology.
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